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Privacy is not simply an absence of information about us in the minds of others; rather it is the control we have over information about ourselves.¹

[T]he volume of information that people create themselves—the full range of communications from voice calls, emails and texts to uploaded pictures, video, and music—pales in comparison to the amount of digital information created about them every day.²

I. INTRODUCTION

Predictive analytics use a method known as data mining to identify trends, patterns, or relationships among data, which can then be used to develop a predictive model;³ in many cases attempting to predict behavior. The advent of ubiquitous monitoring and tracking—from self-generated content, web browsing, online transactions, geolocation tracking, and infrastructure sensors—provide the “big data” needed for data mining and predictive analytics. Privacy law has not kept up, particularly since most of the data are “public” in that they are not secret or confidential. Yet, big data mining can reveal intimate facts and portrayals of individuals.

Besides providing general background on data analytics, this paper reveals that for all practical purposes it is impossible to avoid “emitting” digital information that can be collected, stored, analyzed, and used for a myriad of decision scenarios; all one can really do is be aware that it occurring—just about everywhere, just about all the time. This paper then explores possible theories of privacy protection for predictive analytics; specifically under the evolving “mosaic” theory that has so far been considered, to varying degrees, in Fourth Amendment search scenarios. This paper makes an argument that predictive analytics are ripe for privacy protection based on the mosaic theory.

* J.D., M.B.A. Associate Professor of Legal Studies in Business, University of Wyoming College of Business, Department of Management & Marketing.

Editorial Note: Throughout this paper, except perhaps within quoted text, data are referred to in their traditional plural nature; however, “big data” is generally referred to as a concept and is therefore singular.
II. PREDICTIVE ANALYTICS

Predictive analytics enable organizations to determine trends and relationships that may not have otherwise been readily apparent. Increasingly sophisticated statistical models coupled with the growth of “big data” have led to an increasing use of predictive analytics in a variety of situations. The range of predictive analytics is bolstered by the vast amount of increasingly available data: online transaction records, email messages and metadata, images, web browsing logs, search queries, health records, social networking interactions, geolocation tracking, and sensors deployed in infrastructure such as communications networks, electric grids, global positioning satellites, roads and bridges, as well as in homes, clothing, and mobile phones. One can think of predictive analytics another way: “instead of people using search engines to better understand information, search engines will use big data to better understand people.”

But predictive analytics can go a step further than traditional data analysis—creating a picture of social behavior that was not previously possible. Menchen-Trevino notes that a new interdisciplinary field, computational social science, is forming around the social analysis of digital imprints left by email, text messages, tweets, surfing the web, social media applications, and smart phones. These data are not necessarily tracking transactional records of atomized behavior, such as the purchasing history of customers, but keeping track of communication dynamics and social interactions. For computational social scientists, big data is “big” not because of its size but because its analytical potential is qualitatively different. Indeed, some researchers claim that big data can track human behavior more precisely than theoretical models. Big data can help illuminate the complexity that interactions add to social dynamics “with an impressive level of detail.”

Mayer-Schönberger and Cukier provide a brief analysis of the promise—and the peril—of big data predictive analytics. Prior to big data, analytics relied on determining whether an individual was part of a group; for example, actuarial tables indicate that men over fifty years of age are more prone to colon cancer, so all men over fifty may pay more for health insurance. In contrast, big data analysis is noncausal, identifying individuals, rather than groups, from a vast array of data. Mayer-Schönberger and Cukier argue that, on the plus side, this makes profiling much more accurate, less discriminatory, and more individualized. For example, rather than identifying an individual as a terrorist threat due to his or her nationality or religion, additional data points, such as body language and other physiological patterns, can be analyzed to make a more accurate determination of a possible threat. On the down side, it may lead some to predict behavior based on mere probabilities; big data analytics can only “predict that for a specific individual, a particular future behavior has a certain probability.”

Predictive analytics are not perfect. While they may reveal hidden correlations, there may be no causation. For example, Google engineers found a correlation between Google flu-related searches and outbreaks of the flu, identifying flu outbreaks before the Centers for Disease Control. However, the engineers did not examine what caused those searches. For example, a few years later, Google’s predictive capabilities came into question when it drastically overestimated peak flu levels based on search queries, most likely because Google’s algorithms did not sufficiently take into consideration people who were not suffering from the flu conducting flu-related searches due to higher than usual press coverage of a flu outbreak. “Imputing true causality in big data is a research field in its infancy.” In addition, while there may be a lot of data, they are not always complete or accurate and may contain outliers—all of which can lower the performance of data mining algorithms.
III. Predictive Analytics and Privacy

In the early years of America as a colony and a nation, privacy was a relatively minor social concern in light of social norms: church elders would regularly visit the homes of parishioners to ensure proper living;\textsuperscript{25} family members, as well as visiting guests, would often sleep in the same beds;\textsuperscript{26} Henry Ford would send his “sociological investigators” to the homes of workers to ensure proper living before extending a wage bonus.\textsuperscript{27} America’s open frontier provided its own natural solitude.\textsuperscript{28} Privacy was primarily limited to admonishing eavesdroppers—those who would stand outside the open eaves of a home and listen to the conversations within.\textsuperscript{29}

When Warren and Brandeis proposed a “right to be let alone” in their seminal article The Right to Privacy,\textsuperscript{30} it was in reaction to new intrusive technologies: “Instantaneous photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life; and numerous mechanical devices threaten to make good the prediction that ‘what is whispered in the closet shall be proclaimed from the house-tops.’”\textsuperscript{31} The latter half of the nineteenth century witnessed a change in society fueled by technological advancements, including the instant camera,\textsuperscript{32} which itself helped fuel a profusion of newspapers and magazines satisfying an insatiable demand for gossip and intimate portrayals.\textsuperscript{33}

Soon, “[a]cceptance of the right to privacy ha[d] grown with the increasing capability of the mass media and electronic devices with their capacity to destroy an individual’s anonymity, intrude upon his most intimate activities, and expose his most personal characteristics to public gaze.”\textsuperscript{34} Now, in the twenty-first century, almost all aspects of modern life are digitally recorded, stored, and analyzed—the collection of information about us is ubiquitous.\textsuperscript{35} Today, because of social media, mobile devices, surveillance devices, and networked sensors, individuals constantly emit information, whether they know it or not, that can be used or misused in a variety of ways.\textsuperscript{36}

Most of the information we “emit” is digital (such as email and text messages, mouse clicks and keystrokes, phone numbers dialed and calls received, and GPS location data), which can suffer from over-collection and data fusion. “Over-collection occurs when an engineering design intentionally, and sometimes clandestinely, collects information unrelated to its stated purpose.”\textsuperscript{37} For example, does your smart phone camera record your facial expressions while it records your keystrokes when you type a text message?\textsuperscript{38} In April 2014, the FTC filed a complaint against the maker of the “Brightest Flashlight App,” a popular Google Android app that would activate all the lights on a mobile device, while also transmitting the device’s geolocation to third parties, including advertising networks.\textsuperscript{39} Data fusion occurs when data collected from different sources for different reasons are brought together, resulting in data-rich profiles and new ways of tracking.\textsuperscript{40} “[T]he privacy challenges from data fusion do not lie in the individual data streams. . . . Rather, the privacy challenges are emergent properties of our increasing ability to bring into analytical juxtaposition large, diverse data sets and to process them with new kinds of mathematical algorithms.”\textsuperscript{41}

This is one way in which predictive analytics contribute to online tracking.\textsuperscript{42} But one does not even have to shop online to be targeted by predictive analytics. Perhaps the most famous—and chilling—example comes from Target Corporation’s use of analytics to predict its shoppers’ future buying habits. Target, like all other retailers, understands that many consumer buying habits are ingrained and difficult to change.\textsuperscript{43} One particular moment when buying habits
can change significantly is the birth of a child. However, most marketers are reactive—sending coupons and advertisements after the birth of the child based on public birth records. Target sought to be proactive—predicting when shoppers, based on buying habits, are still pregnant. Unfortunately, Target’s analytics were so good it informed a father of his daughter’s pregnancy before he even knew about it. As the Target incident illustrates, predictive analytics can create a risk of revealing intimate personal information before it becomes publicly available, even when the original data are non-personally identifiable.

Application of analytics to big data does not conform well to traditional legal approaches because big data does not result from one-on-one interaction between the data controller and the individual. Big data instead pulls in information from disparate sources. Its value derives not only from its volume, but also from its varied and expansive scope—big data brings together an enormous pool of information that initially may seem unrelated.

A. The Public/Private Dichotomy and the Third-Party Doctrine

The principal privacy conundrum posed by predictive analytics is that data mining relies to a large extent on “public” information; it derives from transactions and social interactions that are often generally observable. “A matter that is already public or that has previously become part of the public domain is not private.” While total secrecy is not required—information disclosed to a few people may remain private—still, if even only a few people actually see the information, privacy can be lost if the potential audience is large. Parent expressly excludes information in the public domain from his definition of privacy, considering it a “glaring paradox.” Strahilevitz considers the boundary between public and private “the fundamental, first-principles question in privacy law.” And this public/private dichotomy is reflected in a number of court decisions: “objects, activities, or statements that [one] exposes to the ‘plain view’ of outsiders are not ‘protected’; watching an appellee and videotaping his activities while he was outside his home, in his front yard, where he was exposed to public view was not an actionable invasion of privacy. Indeed, one court has gone so far as to hold there was no reasonable expectation of privacy where a woman was recorded by a secretly installed camera while changing clothes in an office area, despite locking the door, because others had a key to the office and could have walked in at any moment.

Closely related to the public/private dichotomy is the so-called “third-party doctrine,” which provides that private information disclosed to a third party can lose its privacy protection. The doctrine originates in Fourth Amendment jurisprudence, particularly in: On Lee v. United States, in which the U.S. Supreme Court held there was no Fourth Amendment protection in a confidential conversation recorded by an informant; United States v. Miller, in which the Supreme Court held that the Fourth Amendment does not require the government to obtain a warrant to seize bank records; and Smith v. Maryland, in which the Court held that dialed telephone numbers have no constitutional protection.

The third-party doctrine is not without its critics. One argument particularly germane to this paper is that privacy does not require total secrecy and that exposure to a limited audience does not equate to exposure to the world at large. In contrast, Kerr argues the third-party doctrine prevents “savvy wrongdoers” from using “third-party services in a tactical way to ensnare the entirety of their crimes in zones of Fourth Amendment protection.” However, the
Supreme Court may ultimately recognize that modern technology may finally impose a limit on
the Fourth Amendment’s third-party doctrine:

[I]t may be necessary to reconsider the premise that an individual has no
reasonable expectation of privacy in information voluntarily disclosed to third
parties. This approach is ill suited to the digital age, in which people reveal a great
deal of information about themselves to third parties in the course of carrying out
mundane tasks.\textsuperscript{65}

The third-party doctrine has been applied in common law privacy cases as well. For
example, the United States District Court for the District of New Jersey dismissed a plaintiff’s
invasion of privacy claim against her employer in relation to restricted-access Facebook posts
because a person allowed to view those posts had provided them to her employer.\textsuperscript{66} And in
\textit{Sumien v. CareFlite}, the Texas Court of Appeals refused to recognize a right of privacy in
Facebook posts viewed by a friend-of-a-friend.\textsuperscript{67}

In light of ever-developing technologies that provide ubiquitous tracking and data
collection, perhaps, as Justice Sotomayor intimated, it is time to reexamine the public/private
dichotomy and third-party doctrine. This reexamination is currently taking place in Fourth
Amendment cases, and can easily be applied to common law privacy.

\textbf{B. “Public” Data and the Mosaic Theory}

In 2001, Solove identified the risk to privacy imposed by data analytics: “It is ever more
possible to create an electronic collage that covers much of a person’s life—a life captured in
records, a digital biography composed in the collective computer networks of the world.”\textsuperscript{68}
Tavani succinctly summarizes the fundamental conundrum between data mining (and implicitly
predictive analytics) and privacy:

Unlike personal data that reside in explicit records in databases, information acquired about persons via data mining is often derived from implicit
patterns in the data. The patterns can suggest “new” facts, relationships, or associations about a person, placing that person in a “newly discovered” category
or group. Also, because most personal data collected and used in data mining
applications is considered neither confidential nor intimate in nature, there is a
tendency to presume that such data must by default be public data. And unlike the
personal data that are often exchanged between or across two or more databases
in traditional database retrieval processes, in the data mining process personal
data are often manipulated within a single database, and typically within a large
data warehouse.\textsuperscript{69}

Derived from government surveillance cases,\textsuperscript{70} the “mosaic” theory recognizes that
continual surveillance of a suspect’s public movements “reveals far more than the individual
movements [the whole] comprises.”\textsuperscript{71} The current leading Fourth Amendment case espousing the
mosaic theory is \textit{United States v. Maynard}, in which law enforcement agents tracked a suspect
continuously for a month using a GPS device attached to his car.\textsuperscript{72} The D.C. Circuit Court of
Appeals concluded that the GPS tracking constituted a search within the meaning of the Fourth
Amendment and therefore required a warrant.\textsuperscript{73} While the U.S. Supreme Court affirmed
\textit{Maynard}, it did not do so under the mosaic theory—it instead held that the agents needed a
warrant because they physically trespassed when they placed the GPS on the suspect’s car.\textsuperscript{74}
However, in his concurrence with the judgment, Justice Alito expressly stated that he would

\textit{Full citation here if required.}
“analyze the question presented in this case by asking whether respondent’s reasonable expectations of privacy were violated by the long-term monitoring of the movements of the vehicle he drove.”

Justice Alito suggested that the majority’s “reasoning largely disregards what is really important (the use of a GPS for the purpose of long-term tracking) and instead attaches great significance to something that most would view as relatively minor”—the attaching to the bottom of a car the GPS device itself. And as noted earlier, Justice Sotomayor expressed her opinion “it may be necessary to reconsider the premise that an individual has no reasonable expectation of privacy in information voluntarily disclosed to third parties.”

One distinguishing factor in the “mosaic” cases is the length of surveillance. “Relatively short-term monitoring of a person’s movements on public streets accords with expectations of privacy that our society has recognized as reasonable. But the use of longer term GPS monitoring in investigations of most offenses impinges on expectations of privacy.”

Indeed this was one of Justice Scalia’s objections to applying the theory—“it remains unexplained why a 4-week investigation is ‘surely’ too long.” This may be an issue within Fourth Amendment jurisprudence, but it should not be in the context of private-party data tracking and analysis—it is now ubiquitous and fundamentally unavoidable.

Within the context of private-party data tracking and analysis, the mosaic theory is less about length than extremity. New York courts in particular have recognized a common law privacy invasion resulting from overly zealous surveillance of “public” conduct. For example, in Nader v. General Motors Corporation, in which General Motors had hired private investigators to follow Ralph Nader, a critic of General Motors, and interview his acquaintances, the New York Court of Appeals concluded that surveillance of public activities could rise to the level of an invasion of privacy. “[I]t is manifest that the mere observation of the plaintiff in a public place does not amount to an invasion of his privacy. But, under certain circumstances, surveillance may be so ‘overzealous’ as to render it actionable.” Judge Breitel elaborated: “Although acts performed in ‘public’...” Suitable if taken singly or in small numbers, may not be confidential, at least arguably a right to privacy may nevertheless be invaded through extensive or exhaustive monitoring and cataloguing of acts normally disconnected and anonymous.

Similarly, in Galella v. Onassis, a photographer who had stalked former First Lady Jacqueline Onassis to such an extent that he could comment “at considerable length on her personality, her shopping tastes and habits, and her preferences for entertainment,” had invaded Onassis’s privacy.

The U.S. Supreme Court has expanded the concept that some public information can be private. Recognizing that “both the common law and the literal understandings of privacy encompass the individual’s control of information concerning his or her person,” in Department of Justice v. Reporters Committee for Freedom of the Press, Justice Stevens focused on “whether the compilation of otherwise hard-to-obtain information alters the privacy interest implicated by disclosure of that information.” Recognizing that complete computerized dossiers are now available at one’s fingertips, Justice Stevens concluded that the Freedom of Information Act’s exemptions from disclosure recognize “the power of compilations to affect personal privacy that outstrips the combined power of the bits of information contained within.” Fundamentally, the Supreme Court has “recognized the privacy interest inherent in the nondisclosure of certain information even where the information may have been at one time public.”

Extensive data mining and the use of predictive analytics appear to fit squarely within the concerns expressed by advocates of the mosaic theory, as well as those who have expressed
similar concerns regarding data agglomeration. Citizens should not have to fear that personal and intimate details of their lives will be revealed through the collection, storage, and analysis of virtually all of the mundane acts of life. For all practical purposes, it is now impossible to avoid being tracked:

Experience has shown that it is possible, but it’s really not easy, and it comes with a lot of sacrifices. And it requires some technical skill. So to that end, it’s my concern about the opt-out idea. I don’t actually think it’s feasible for everyone to do this. I don’t think that’s the answer. I don’t think that’s the simple answer to the big data problem: that you can just turn this stuff off, that you cannot do the things that you clearly need to do for your daily life. But I really want to emphasize, I did this [avoiding tracking] as an experiment to see what it would take, to see what these systems were demanding of us that we’d forgotten about, and how it is that they worked. And so I don’t expect people to do this. In fact, I wouldn’t recommend it.

We should all not be forced into the experimental “dilemma” attempted by Professor Vertesi of completely rejecting all aspects of modern life—from social communications to shopping—to avoid constant commercial surveillance.

IV. CONCLUSION

The threat to privacy is real, so tradeoffs will have to be considered, beginning with data collection standards. Unfortunately, most calls for standards are fairly amorphous. The World Economic Forum has at least made one fairly concrete suggestion: govern the usage of data rather than the data themselves. Meanwhile, Kerr and Earle conclude that “[b]ig data enables a universalizable strategy of preemptive social decisionmaking that renders individuals unable to observe, understand, participate in, or respond to information gathered or assumptions made about them;” in other words, “big data can be used to make important decisions that implicate us without our even knowing it.” As such, they argue for a reexamination of privacy and due process values—“namely, that there is wisdom in setting boundaries around the kinds of assumptions that can and cannot be made about people.”

Until the courts begin to recognize the threats to privacy by ubiquitous tracking—preferably through a mosaic theory applied to private trackers—everyone faces the risk of anonymous third parties knowing the intimate details of their private lives. Until then, we have almost no choice but to succumb to the tracking.
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